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SUMMARY 
 
 The overall objective of this research project is to integrate new, innovative, and existing 
technologies to develop a fault diagnostics and characterization system for nuclear plant steam 
generators (SG) and heat exchangers (HX).  Issues related to the structural integrity of SG and 
HX tubing, including the damage caused by tube – tube support interaction, are dominating 
factors that influence overall plant operation, maintenance, and economic viability of nuclear 
power systems.  The research at The University of Tennessee focuses on the development of a 
system for monitoring process dynamics and structural integrity of steam generators and heat 
exchangers.  The project includes a task of studying the feasibility of incorporating smartness in 
tubing structures using embedded piezo-electric devices for continuous on-line monitoring. 
 
 The objectives of the project are being accomplished by the completion of the following 
tasks.  Considerable progress has been made in the various technical tasks during Phase-2 
(second year) of the project and is described in this report. 
  

• Development of a high-fidelity nodal model of a U-tube steam generator (UTSG) to 
simulate changes in the heat transfer characteristics and other degradation of the UTSG 
performance caused by tube fouling, and to generate a database representing normal and 
degraded process conditions. 

 
• Development of hybrid first principle and data-driven modeling technique for tuning and 

updating process models. 
 

• Development of a sensor suite using piezo-electric devices for monitoring structural 
integrity of SG and HX tubing and to build a smart monitoring module; the study of 
elastic wave propagation of Lamb waves (longitudinal and shear waves) in metallic flat 
plates and tubing with and without flaws. 

 
• Implementation of short-time Fourier transform (STFT) and wavelet transform 

techniques for processing high frequency non-stationary acoustic data. 
 

• Development of a laboratory HX test module to simulate tube degradation and 
monitoring for various conditions. 

 
• Experimental study of tube fouling caused by particulate fouling and comparison with 

particulate fouling models. 
 
The tasks include both analytical research and experimental studies.  The experimental results 
would help to enhance the robustness of fault monitoring methods and to provide a systematic 
verification of the analytical results.  An extensive bibliographic review has also been performed 
during this research phase. 
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1. INTRODUCTION AND OBJECTIVES 

 
1.1. Background and Objectives 
 

The objective of the research project at The University of Tennessee is to develop a 
system for On-line Monitoring and Diagnostics of Integrity of Nuclear Plant Steam Generators 
and Heat Exchangers.  Both structural and process integrity of these components are considered.  
Steam generators (SG) and heat exchangers (HX) constitute a significant part of power 
generation systems, and their reliability and availability influence plant operation, maintenance, 
and cost control issues.  Such issues are especially important for the next generation of reactors, 
which require remote monitoring for both system integrity and for increasing the maintenance 
interval necessitated by increased fuel cycle lengths.  Furthermore, the incorporation of an on-
line monitoring system must be considered during the design phase, thus increasing its 
effectiveness and avoiding unnecessary retrofitting.  The three-year project has been planned to 
achieve the integration of new, innovative, and existing technologies to develop an automated 
structural fault diagnostics and characterization system for nuclear plant heat exchangers and 
steam generators.   

 
 The nuclear plant steam generator is one of the most important components of a nuclear 
power plant.  There are thousands of tubes in a typical steam generator.  The U-tube steam 
generator (UTSG) in a typical four-loop, 1,300 MWe pressurized water reactor (PWR), consists 
of about 3,500-4,000 tubes.  Tube degradation can occur due to thermal and mechanical stresses, 
fouling and deposits, fatigue and creep, wear and fretting, and stress corrosion cracking and 
intergranular attack.  Depending on the nature of plant operating conditions, one or more of the 
above causes may result in tube damage.  The degradation of tubes in a steam generator is the 
primary cause of its reduced performance and of its structural failure.  A remedy often used by 
the industry is to plug damaged and leaking tubes.  This, in turn, results in decreased operational 
efficiency with time.  The cost of replacement of a large UTSG in a 1,300 MWe four- loop PWR 
is about $150 million.  Several operating PWR units in the U.S. have either replaced steam 
generators or are seriously considering this upgrading.  These provide a strong argument for the 
development of continuous on- line monitoring of their structural integrity and incipient fault 
detection and isolation. 
 
 It is envisioned that the use of a distributed and embedded sensor suite and extracting 
information from sensor arrays will result in a smart structure with self- inspection capability.  
Since the project emphasizes the application of this technology to next generation reactors, the 
creation of hybrid database for use in predictive models, will be given high priority.  Figure 1.1 
is a schematic of the integration of plant monitoring, diagnosis, and prognosis modules.  It is 
anticipated that this system will provide timely decision-making information about the status of 
plant devices and components to operational personnel. 
 

The results of this project will be disseminated to U.S. vendors and utilities through the 
Electric Power Research Institute (EPRI) and through direct collaborative effort.   The capability 
and experience of The University of Tennessee in artificial intelligence and new analytical and 
experimental methods, being developed under this project, are directed towards implementation 
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in the next generation nuclear power plants.  Features such as the use of this technology in the 
plant design-phase, wireless communication, Internet-based e-maintenance, and other remote 
technologies are also being considered for plant implementation. 

 
 
 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1.1. Schematic of a plant monitoring, diagnosis, and prognosis system. 
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1.2. Summary of Progress and Significant Results 
 

The following major tasks have been accomplished during this reporting period: 
 
1. Completion of the MATLAB-Simulink code to simulate the dynamic performance of a U-

tube steam generator (UTSG) in a typical 1,140 MWe PWR.  This multi-nodal model is 
being used to simulate the effects of tube fouling and tube plugging.  The nodal structure has 
been expanded to account for spatial variations in the physical parameters.  For example, the 
effect of fouling in the sub-cooled region has a higher influence on the steam pressure 
compared to a similar effect in the boiling region.  A detailed model of particulate fouling, 
with time-dependent variations in the heat transfer coefficient, has been developed. 

 
2. Experimental study of the fouling caused by particulate deposits in a tube-and-shell heat 

exchanger.  The effect of fouling has been clearly demonstrated by the change in the heat 
transfer resistance, and follows the theoretically formulated characteristics. 

 
3. Completion of a hybrid first principle and data-based model that is used to update and fine-

tune the model using process data.  Predictive artificial neural network and local regression 
techniques are used for process monitoring and diagnostics.  The hybrid models are classified 
into serial hybrid and parallel hybrid models.  Our studies show that the serial modeling 
exhibits a better performance in predicting process variables compared to parallel modeling.  
A simple heat exchanger model is used for this study. 

 
4. This model study is being complimented by the development of a laboratory heat exchanger 

system that is used to generate normal operation data and data under faulty device operation.  
This portable test rig is being equipped with flow and pressure transmitters, flow meters, and 
thermocouples to measure fluid temperatures.  An extensive database has been generated for 
testing the hybrid model approach. 

 
5. Development of a laboratory piezo-device sensor suite for structural monitoring and a data 

acquisition system for measuring both the input excitation signal and the response signal.  
Both flat metal plates and tubular specimens are used for this study.  The comparison of the 
input excitation signal (transmitted signal) and the signal received at another location in the 
plate show excellent frequency response characteristics.  The frequency characteristics 
change when there is a flaw in the plate (or tubing) such as a crack, indentation, or a through 
hole.  This task includes the review of elastic wave propagation in plates under normal and 
fault conditions.  The results to date indicate that the frequency characteristics of the signals 
change with the presence of a defect in the specimen.  These include (a) shift in the energy 
peaks to lower frequencies, (b) decrease in the overall signal energy, and (c) an increase in 
the frequency and time spread of signal features. 

 
6. Publications/Presentations of the following papers at the 2002 Americas Nuclear Energy 

Symposium (ANES 2002), Miami, Florida, October 2002:  
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(a) Structural Monitoring of Steam Generators and Heat Exchangers Using 
Piezoelectric Devices. 

(b) Application of Hybrid Modeling for Monitoring Heat Exchangers. 
 
      Presentations at MARCON 2003, Knoxville, TN, May 2003. 
     (a) Particulate Fouling and its Effects on U-Tube Steam Generator Thermal  
  Performance. 
    (b) Time-Frequency Analysis of Acoustic Signals for Flaw Monitoring in Steam  
  Generator Structures. 
 
      Presentation at the American Nuclear Society Annual Meeting, San Diego, CA, June 2003. 

Defect Monitoring in Steam Generator Structures Using Piezoelectric Transducers 
and Time-Frequency Analysis.  

     
 
 
1.3. Project Personnel 
 
Principal Investigator:   B.R. Upadhyaya 
Co-Principal Investigator:  J.W. Hines 
 
Graduate Research Assistants  X. Huang 

 B. Lu 
 
Visiting Scholars:   S.R. Perillo (at no cost to the project) 
     R.L. Penha 
 
 
1.4. Outline of the Annual Report 
 
 The review of steam generator and heat exchanger degradation mechanisms (including 
fouling) and their characterization is presented in Section 2.  The development of a simulation 
model of the UTSG and the results of application to study the effect of fouling on thermal 
performance are described in Section 3.  Section 4 describes the development of a laboratory 
experiment to study the effect of fouling in a tube-and-shell heat exchanger and the results of this 
experimental study.  Section 5 presents the details of the hybrid modeling approach and results of 
application to a double tube heat exchanger.  The general development of the use of embedded 
piezo-sensors for monitoring metallic structures is described in Section 6.  New results of fault 
monitoring in flat plate and tubular specimens are presented in Section 7.  The experimental data 
are processed using both short-time Fourier transform (STFT) and Discrete Wavelet Transform 
(DWT).  Concluding remarks and the outline of future work are given in Section 8.  The report 
contains an extensive bibliography (including new citations) of pertinent literature. 
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2. REVIEW OF STEAM GENERATOR TUBE CORROSION AND WATER 

CHEMISTRY EFFECTS 
 
2.1. Introduction 
         

Steam generators have long been one of the most troublesome major components in 
pressurized water reactor (PWR) nuclear power plants.  Over the past several years, utilities with 
PWR plants have experienced degradation in steam generator structural integrity and/or thermal 
performance.  Such degradation can result in costly reductions in the electrical generating 
capacity of the plant.  Even a small 1% decrease in electrical generation corresponds roughly to 
$2 million of lost revenues per year for a typical PWR. 

 
         Numerous causes of SG degradation have been identified, including stress corrosion 
cracking (SCC), intergranular attack (IGA), denting, pitting, fretting, wear and thinning, high-
cycle fatigue and wastage, primary and secondary tube fouling, dryer clogging, flow resistance 
due to scale, and tube plugging and sleeving, etc.  Many of these degradations of steam generator 
tubing in PWR plants with recirculating steam generators (RSGs) have resulted from a variety of 
corrosion-related mechanisms that are directly related to secondary system water chemistry. 
Hence, study of corrosion and water chemistry is very important in ensuring the integrity of 
steam generators as well as heat exchangers and it directly affects the plant economy and safe 
operation.  (See Annual Report, DE-FG07-011D4114/UTNE-02, June 2002, for more details). 
 
    Corrosion problems have appeared both on the primary side and on the secondary side of 
the SG tubes, though plant operation experiences shows that the secondary side corrosion of SG 
tubes represents the main degradation of components in operating power plants.  See the 
bibliography on corrosion [98-115]. 
            
2.2. Corrosion Mechanisms 
         

According to Kuppan, corrosion is defined as the deterioration of a metal caused by the 
reaction of the metal with the environment. Though other factors may be also important in 
certain cases, here the environment include the following primary factors: (1) physical states----
gas, liquid or solid; (2) chemical composition----constituents and concentrations; and (3) 
temperature. 

 
        According to electrochemical theory, the combination of anode, cathode, and aqueous 
solutions constitutes a small galvanic cell (Figure 2.1), and the corrosion reaction proceeds with 
a flow of current in a way similar to that of the current is generated by chemical action in a 
primary cell or in a storage battery on discharge.  The anode is dissolved because of the 
electrochemical action. A complete electrical circuit is necessary for a current to flow.  In a 
typical corroding system, as shown in Figure 2.1a, the circuit is comprised of the following four 
components: 
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        (1) Anode: The anode is the electrode at which the oxidation (corrosion) takes place and 
current in the form of positively charged metal ions enters the electrolyte. At the anode, the metal 
atom loses an electron, oxidizing to an ion. 
        (2) Electrolyte: The electrolyte is the solution or a solid layer e.g. a thick metal oxide scale) 
that surrounds or covers both the anode and the cathode. The conductivity of this solution is 
closely related to the corrosion speed. The lower the conductivity, the slower the corrosion 
reaction; and vice versa. If there is a total absence of an electrolyte, then little or no corrosion 
will occur. 
        (3) Cathode: The cathode is the electrode at which reduction takes place and current enters 
from the electrolyte.  
        (4) An external circuit: If there are two pieces of metal, they must either be in contact or 
have an external connection for corrosion to occur. The external circuit is a metallic path 
between the anode and the cathode that completes the circuit. If the anode and the cathode are on 
the metal surface, then this metal itself acts as the external circuit.  

 
 

Figure 2.1a. A Basic Corroding System (From Ref. 102). 
 

 
 

Figure 2.1b. Corrosion of Iron in Water (From Ref. 102). 
 

2.3. Forms of Corrosion 
 
  Corrosion attack on the metal surfaces can be either uniform or localized. In the latter, the 
major part of the metal surfaces remains unaffected but certain localized areas are corroded at a 
high rate. In contrast, the uniform corrosion occurs when a metal is corroded in an acid or alkali, 
or when the metal is exposed to natural environment such as air, soil, etc. Generally, uniform 
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corrosion occurs when the metal and the environment system is homogeneous. When there exist 
heterogeneities in the metal and/or variations in the environment, corrosion may be localized. 
For metals and alloys, factors that favor localized corrosion include grain boundaries, inter-
metallic phases, inclusions, impurities, regions that differ in their mechanical or thermal 
treatments, discontinuities on metal surfaces such as cut edges or scratches, discontinuities in 
oxide or passive films or in applied metallic or nonmetallic coatings, and geometrical factors 
such as crevices, etc. 
 
        More specifically, the most common forms of corrosion include: 

(1) Uniform corrosion 
(2) Galvanic corrosion 
(3) Crevice corrosion 
(4) Pitting corrosion 
(5) Intergranular corrosion 
(6) Stress corrosion cracking 
(7) Erosion-corrosion 
(8) Dealloying corrosion 
(9) Hydrogen damage 
(10) Liquid-Metal Embrittlement, etc. 
 

 2.4. Effect of Some Important Variables on Corrosion 
          

The pH, electrochemical potential, and impurities in SG are the key factors that affect 
steam generator tube corrosion. 
 
A. pH 

pH is a measure of the concentration of hydrogen ions and indicate whether and how 
strong the solution is acidic or basic. The stability of the oxide films on metal alloys in SG 
depends strongly on the pH. For many alloys, either very low (acidic) pH or very high (basic) pH 
causes unacceptable corrosion. As indicated above, depending on specific conditions, the 
corrosion can be general (or uniform, e.g. wastage) or localized (e.g. pitting or cracking). The pH 
of the bulk solution is controlled by the concentration of dissolved species in the solution, while 
the pH of local areas can be strongly affected by the electrochemical reactions occurring in the 
area. The stability of the oxide films is strongly affected by the oxygen concentration in the 
water or steam that the metal alloys are exposed to. The regions of stability depend on pH, 
electrochemical potential, temperature, other dissolved species, and the oxygen concentration. 
For high temperature water with very low levels of oxygen, stability of the oxide films on steel is 
increased as the pH increases, at least up to a pH of around 10. Figure 2.2 presents the corrosion 
rate versus pH. The general shape of this curve is typical for copper-base alloys. Such curves can 
be prepared for various metals and alloys and they may have their minima broadened or 
shortened. And the slopes may vary considerably, depending upon the characteristics of the 
metal or alloy and the composition of the solution.  
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Figure 2.2. Relative Corrosion Rate versus pH (From Reference 5) 

 
B. Electrochemical potential 

The electrochemical potential of the surface is a measure of the galvanic force (voltage) 
available to cause electrochemical reactions to occur. This potential, together with other 
important variables such as temperature, pH, and the dissolved species, controls the form and 
extent of corrosion. The electrochemical potential is affected by the bulk and local solution 
chemistry, temperature, material, etc. 

 
C. Impurities 

Many impurities that enter the secondary side of SG can aggravate corrosion of SG 
materials, especially tubes and tube support plates. The following impurities have been found to 
be especially harmful to SG integrity: 

 
a. Chloride: Since Inconel 600 is immune to chloride- induced SCC, it is selected and used 

as SG structural material. Nevertheless, chloride impurities have been found to be important 
causes for denting and pitting. The main source of chloride is condenser leakage, and the 
introduction of chloride by impurities in the makeup water. 

 
b. Sulfate: Concentrated sulfates can be aggressive to Inconel 600, and can cause IGA and 

IGSCC. They can also cause accelerated corrosion of carbon steel and thus lead to denting. The 
main sources of sulfates are condenser leakage and leakage of chemicals or resin fines from 
condensate polisher and makeup water demineralizers. 

 
c. Sodium: Concentrated sodium hydroxides are believed to be the major causes of IGA 

and IGSCC of SG tubes. The main sources of sodium are condenser leakage and leakage from 
condensate polisher and makeup water demineralizers. 

 
d. Copper: copper and copper oxides, together with other species such as chlorides, 

severely speed up denting and pitting in SGs and may also aggravate caustic IGSCC. Meanwhile, 
the copper contributes to the total amount of sludge and deposits in SG. The main source of 
copper is the corrosion of copper containing alloys in secondary system heat exchanger tubes. 
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e. Iron: Iron oxide tube deposits and sludge promote local boiling and concentration of 
impurities, which causes corrosive attack such as IGA, IGSCC, and Pitting of SG tubes. In 
addition, iron oxide deposits in OTSGs have caused significant increases in pressure drop in the 
tube bundle and have led to plant power level reductions and extensive cleaning operations, 
including chemical cleaning. 

 
f. Organics: Organics have not been directly implicated in specific corrosion problems in 

SGs, but concerns remain because they may be introduced into SGs and then break down into 
aggressive species. Organics can be introduced by condenser leaks as impurities in the makeup 
water, resin fines, or lubricating oils. 

 
2.5. Approaches for Corrosion Control 

      
There are various techniques for corrosion control.  These include the following. 

(1) Proper engineering design 
(2) Changing the characteristics of the corrosive environment 
(3) Selecting the corrosion-resistant material 
(4) Bimetal concept involving cladding and bimetallic tubes 
(5) Application of protective coatings and inhibitors 
(6) Providing electrochemical protection by cathodic and anodic protection 
(7) Passivation. 
 
From the point of view of water chemistry, the following main approaches are used to 

control corrosion of nuclear power plant materials, including steam generators [105]: 
 
(1) Maintenance of high purity 
Since many corrosion processes in high temperature water system are aggravated by the 

presence of impurities, one of the main approaches to control corrosion is to control impurity 
concentrations to levels that result in tolerable corrosion during the expected lifetime. 

To achieve a desired high purity, a number of requirements must be satisfied. These 
include use of high integrity condensers, use of makeup systems that can produce water with 
very low impurity levels, continuous or periodic monitoring of makeup and system water purity, 
and continuous purification of all or portion of the system flow. 

In locations such as crevices, sludge piles, or other occluded areas where boiling occurs, 
the concentration of impurities can increase by many orders of magnitude. This makes it difficult 
to prevent corrosion attack in such locations. In fact, corrosion attack at occluded locations 
continues to occur in the secondary side of many SGs over the past years, though great efforts 
have been made to reduce the impurity levels in the secondary coolant. Nevertheless, since the 
rate at which the impurities concentrate in occlude areas is directly proportional to their 
concentration in the bulk water, thus reduction in impurity concentrations can help to delay or 
slow down the corrosion attack, if the attack cannot be prevented at all.  

 
(2) Oxygen and pH control 
Many materials used in power plants are thermodynamically unstable in high temperature 

water and tend to oxidize. However, under proper water chemistry conditions, stable thin films 
of protective oxides form on the metal surfaces and reduce the rate of oxidation to acceptable 
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levels. Therefore the main objective of water chemistry is to maintain the integrity of these oxide 
films. Both neutral pH-high oxygen (for BWR) and high pH-low oxygen (for PWR) water 
treatment schemes have been successfully used for this purpose.  

PWRs have used high pH-low oxygen approach for both primary and secondary water 
chemistries. Low oxygen is achieved on the secondary side by combined use of mechanical 
deaeration coupled with chemical scavenging using hydrazine; and it is obtained on the primary 
side by use of a hydrogen overpressure, which result in scavenging of oxygen in the core. The 
pH is controlled using chemical additives like ammonia or lithium hydroxide. 

Maintaining the desired pH value is very difficult in occluded areas due to the presence of 
concentrated impurities. The concentrated impurities can make the pH change widely. The 
occluded area pH can range from very low (strongly acidic) to very high (strongly basic), leading 
to a variety of corrosion problems. Some chemical additives have the potential to minimize these 
pH swings by a buffering action. 

 
(3) Avoidance of deposits 
Prevention of the formation of deposits and sludge piles on or around the heat transfer 

surfaces is another important aspect of water chemistry and corrosion control. This can minimize 
interference with heat transfer and avoid development of occluded areas where boiling can 
concentrate chemicals in the water to levels that can cause corrosive attack.  Deposits in the 
primary system also need to be minimized so as to reduce activation in the core and buildup of 
plant radiation levels. The following approaches can be used to avoid or reduce the occurrence of 
deposits: 

a. Minimizing the introduction of impurities into the system, e.g. by keeping the condensers 
leak-tight and controlling the purity of makeup water. 

b. Limiting the ingress of corrosion products into the SGs and reactor core by controlling 
the corrosion rate of system materials. 

c. Purification of bleed-off streams (primary coolant letdown and secondary coolant 
blowdown) to keep the concentrations of impurities and solids in the primary and secondary 
systems at acceptable levels. 

d. Full flow purification of the secondary system water. 
 

2.6. Corrosion Monitoring 
          
There are generally three approaches for corrosion monitoring: 
 
         (1) Local approach: This approach involves investigations of corrosion in terms of local 
conditions. 
         (2) Component approach: This approach involves investigating plant components and their 
corrosion phenomena that occur due to the complex environmental and operational conditions.  
         (3) System approach: This approach considers the plant system as a whole. It deals with 
interrelations of phenomena occurring in different components of the system. 
 
         More specifically, the following techniques, generally classified as online monitoring or 
offline monitoring, are used in corrosion monitoring: 
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         (1) Online monitoring techniques: Online corrosion monitoring is necessary for assessing 
the corrosivity of the process stream and for detecting the changes that may occur in operation. 
Online corrosion data are obtained from probes or sensors inserted into the system at accessible 
points that reproduce the specific area of interest. Online corrosion techniques include corrosion 
coupons, electrical resistance principle, pitting potential, linear polarization principle and Tafel 
plots, hydrogen test probe, galvanic measurements, pH measurements, dimensional changes 
through online ultrasonic testing, radiography, and acoustic emission technique, etc. [103]. 
 
         Online monitoring of a cooling water system, including SG or heat exchanger, involves 
monitoring the calcium hardness, alkalinity, total solids, pH, dissolved oxygen and hydrogen, 
etc. Automatic analyzers continuously monitor the water and steam purities. Typical parameters 
monitored by online instruments include: 
          a. Conductivity, pH (purity and acidity of the water) 
          b. Ammonia, hydrazine phosphate (control of conditioning) 
          c. Oxygen and Hydrogen (dissolved gases) 
          d. Sodium, chloride, silica, etc. (harmful impurities in the system). 
 
         (2) Offline monitoring techniques: Offline corrosion monitoring mainly involves various 
nondestructive examination techniques to determine the thickness and integrity of SG or heat 
exchanger. The following nondestructive testing techniques are used: 
          a. Visual examination 
          b. Eddy current testing 
          c. Magnetic particle examination 
          d. Liquid penetrant test 
          e. Ultrasonic examination 
          f. Radiography 
          g. Thermography. 
 
         As stated above, corrosion monitoring of condensers is very important. It can be done 
through systematic examination of the state of the tubes. This involves extracting representative 
tubes and examining them in the laboratory. The following four aspects should be checked: 
           a. Microscopic examination of the condition of the tube surfaces 
           b. Residual wall thickness 
           c. Weight of the surface layer 
           d. Composition of the surface layer.  
 
2.7. Steam Generator Program Guidelines 
          

Since it is of great importance to maintain the structural integrity of steam generators, a 
well-established steam generator program is very important to achieve this goal.  Nuclear Energy 
Institute issued the document NEI 97-06 Steam Generator Program Guidelines, which, along 
with the referenced EPRI guidelines [108-115], provide very good management guidelines for 
steam generator and heat exchanger management.  This is an industry self- imposed requirement 
on a number of steam generators, including water chemistry, etc.  It establishes a framework for 
structuring and strengthening existing steam generator programs.  It also provides the 
fundamental elements expected to be included in a steam generator program.  These elements 
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incorporate a balance of prevention, inspection, evaluation, repair and leakage monitoring 
measures.  This guideline refers licensees to EPRI guidelines or other documents that must be 
conformed with so as to meet the requirements.  The intent of this document is to bring 
consistency in application of industry guidelines relative to managing steam generator programs.   

 
Water chemistry control is one of the important elements in the steam generator program 

guidelines. In this aspect, EPRI issued the following two important guidelines [110-111]: 
        •  PWR Secondary Water Chemistry Guidelines, EPRI Report TR-102134  
        •  PWR Primary Water Chemistry Guidelines, EPRI Report TR-105714. 
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3. FOULING OF UTSG TUBING AND ITS EFFECT ON THERMAL 

PERFORMANCE 
 
3.1. Modeling of UTSG Particulate Fouling 
          

As we determined from the review in Section 2, there exist various mathematical models 
for simulation of fouling in simple tubing.  However, very few model for steam generator fouling 
has been developed. Line r et al [116,117] developed a model for simulation of magnetite 
particulate fouling in nuclear steam generators.  This model is presented here as follows. 

 
The deposited mass per unit area is based on Cleaver and Yates’ analysis [118] of 

simultaneous deposition and re-entrainment of particles on a surface and is given by: 
 
                       ))/)(exp(1))()(/(( 2*2* υρυ tUaUaKCM −−=     (3.1) 
 
According to Bowen et al [119] and Ruckenstein et al [120], the deposition velocity, K, in the 
above equation is written as:  
 

                1)/1/1( −+= at KKK         (3.2) 
 

This equation basically means that particle deposition occurs by two steps in series: transport to 
the surface followed by attachment to the surface.  
 

  For a vertical surface (such as that of UTSG tubes), the transport coefficient tK  includes 
contributions from molecular plus eddy diffusion, inertial transport, thermophoresis and boiling. 
These transport processes take place in parallel.  Hence we have 

 
                bthidt KKKKK +++=        (3.3) 
 
  The contribution to the particle transport by eddy plus molecular diffusion can be 

calculated from Cleaver and Yates [121]:     
 
                9.11/)( *3/2 UScK d

−=        (3.4) 
 

The inertial contribution to the particle transport velocity is computed by 
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The dimensionless relaxation time *
pt  is given by 
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 The contribution from boiling to the particle transport velocity can be estimated from the 
data of Asakura et al [122]:   

 
             )/( ρfgb hbqK =         (3.7) 

 
The contribution from thermophoresis to the particle transport rate can be computed using the 
model by McNab and Mewsen [123]: 
 

             
bpf

bsc
th Tkk

TTh
K
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−
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υ

       (3.8) 

 
The velocity of particle attachment is given by 
 
                     ))T*/(Rexp(-E sa0KKa =        (3.9) 
 
The unit thermal resistance (or fouling factor) caused by fouling is given by [124] 
 
                         )/(R f ff kM ρ=         (3.10) 
 
The various symbols are defined as follows: 
C: Bulk particle concentration  
dp: Particle diameter 
D: Diffusion coefficient 
g:  Acceleration due to gravity 
hc: Heat transfer coefficient 
hfg: Latent heat of vaporization 
kg:  Thermal conductivity of liquid 
kp:  Thermal conductivity of magnetite particles 
kf:  Thermal conductivity of fouling deposit 
K: Particle deposition coefficient 
Ka: Attachment coefficient 
Kb: Boiling deposition coefficient 
Kd: Eddy diffusion coefficient 
Ki: Inertial coasting coefficient 
Kt: Transport coefficient 
Kth: Thermophoresis coefficient 
M: Deposited mass per unit area 
q = Heat flux 
R: Universal gas constant 
Sc: Schmidt number 
Tb: Bulk fluid temperature 
Ts: Surface temperature 
 t: time  

*
pt : Dimensionless relaxation time  
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ρτ /* =U  
τ : Surface shear stress 
υ : Kinematic viscosity of liquid 
Rf = Fouling resistance  
Sc = Schmidt number = υ /D 

:ρ Mixture density 
:pρ Particle density 

:fρ Density of fouling deposit 
           As experience has shown, the secondary side SG fouling is of a major concern [99], 
hence we have mainly simulated the secondary side SG tube surface fouling using the above 
mathematical model and related constants.  The model has been implemented using MATLAB 
and simulations have been performed to simulate the progress of the secondary side SG tube 
surface fouling.  The results are given in Figure 3.1 and Figure 3.2.  Comparing the results with 
those from Y. Liner et al [116] and the general magnitude of heat exchanger fouling factor [117], 
we see that the results are reasonable.  
 

. 

 
Figure 3.1. Fouling Deposit Mass Variation versus Time. 
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Figure 3.2. Fouling Thermal Resistance versus Time. 

 
 

3.2. Effect of UTSG Fouling on Thermal Performance  
          

In order to study the effect of secondary side tube fouling on UTSG thermal performance, 
we use the previously developed multi-node UTSG SIMULINK model for the simulation and 
use the above results for fouling simulation as part of the inputs.  Finally the UTSG thermal 
performance variations versus time have been obtained.  

 
         The following important assumptions are made in the study: 

(1) Only secondary side tube fouling on UTSG tubes is simulated 
(2) The distribution of fouling deposit along UTSG tube is uniform 
(3) The increase in pressure drop across the UTSG tube due to cross-sectional area 

reduction caused by fouling deposition layer is not considered. This is reasonable since 
the flow area on the secondary side is relatively larger than on the primary side of 
UTSG. 

    
Figure 3.3 shows the steam pressure variation versus time.  Figure 3.4 presents the average heat 
flux (on outer tube surface) variation versus time.  From the figures, we can see that as the UTSG 
secondary side tube fouling progresses and the thermal resistance due to fouling increases, both 
UTSG steam pressure and the average heat flux decreases until the fouling process reaches a 
balance, that is, the fouling factor, the steam pressure and heat flux all asymptotically remain 
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constant.  From Figure 3.3 and Figure 3.4, we see that as the fouling factor increases and reaches 
the balanced value of about 1.4 s•ft2•°F/Btu 
         (1) The steam pressure decreases from 875 Psia to 798 Psia, which means a percentage 
decrease of steam pressure by about 11.4% 
         (2) The average heat flux on outer tube surface will decrease from 30.3 Btu/(ft2

•s) to about 
27.7 Btu/(ft2•s), which means a percentage decrease of average heat flux by about 11.7%.  
 
          These results show that both the steam pressure and average heat flux have been changed 
by about the same percentage, more than 11%, due to the secondary side tube fouling.  This 
steam pressure decrease is too large in practical plant operation and means that the plant 
performance is degraded and cannot produce the required steam for electricity generation.  
Hence, necessary measures, such as UTSG cleaning or washing, or improvement of the water 
chemistry, must be taken to recover the plant performance.  

 
Figure 3.3. Steam Pressure Variation versus Time. 
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 Figure 3.4. Average Heat Flux (on Outer SG Tube Surface) Variation versus Time. 

 
3.3. Remarks 
          

From the above study on simulation of UTSG secondary side fouling and the effects on 
thermal performance, we can reach the following conclusions: 

 
(1) Since fouling may involve different kinds of mechanisms simultaneously, there does 

not exist a generally applicable mathematical model for modeling of fouling involving 
several fouling mechanisms.  For example, to simulate fouling due to corrosion 
products, we have to study the physical process of corrosion.  In up-to-date study, we 
have only simulated the UTSG particulate fouling.  The simulation results are 
reasonable. 

 
(2) The effect of fouling on UTSG thermal performance can be studied using the 

previously developed multimode SIMULINK model if the fouling process can be 
appropriately simulated using a proper model.  The simulation results can be used for 
the prediction of UTSG thermal performance and scheduling of the USTG maintenance 
activities.  For example, according to Figure 3.4 we can infer when the steam pressure 
is supposed to decrease by a certain percentage, for example 5%, and we know proper 
UTSG maintenance or other actions are needed before a specific time so as to recover 
the satisfactory UTSG thermal performance. 
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4. EXPERIMENTAL STUDY OF PARTICULATE FOULING OF HEAT 

EXCHANGER TUBING  
 
4.1. Introduction 
         

This section provides a review of experimental study of particulate fouling by earlier 
investigators.  In this research we want to verify the particulate fouling model by a laboratory 
experiment.  In order to accomplish this task, we have adapted a previously developed 
experimental setup to perform experimental studies of particulate fouling in a small-scale heat 
exchanger.  In this section, we present a literature review of experimental studies of particulate 
fouling, description of our experimental setup, and experimental results. 
                
4.2. Review of Experimental Study of Particulate Fouling in Heat Exchangers  
         
            Several researchers have performed experiments to study the particulate fouling.  Here 
we review some representative work from the literature. 
 
            L. F. Melo et al. studied particle transport in fouling on copper tubes.  They used the 
material KAOLIN to simulate suspended particles in water.  Their fouling tests were performed 
in an annular heat exchanger consisting of a 2-meter long external Perspex tube and a removable 
inner copper tube, which was electrically heated.  Water-KAOLIN suspensions were circulated 
through the annular section at different Reynolds numbers.  KAOLIN particles were studied with 
a laser flow granulo-meter and a scanning electron microscope (SEM) and the fouling layer was 
roughly characterized as a thin disc with 16 mµ (mean diameter) by 1 mµ (mean thickness).  SEM 
visualization of the deposits formed on the copper tube surfaces showed that the particles adhere 
by their larger faces (the bases of the disc).  The thermal conductivity, density, final thickness, 
mass and thermal resistance were measured or estimated.  Figures 4.1 and 4.2 show the 
experimental fouling results obtained at two different axial positions in the heat exchanger (D 
and E, both in the fully developed flow region), for lower range of Reynolds numbers.  From 
these figures, we see that the fouling data fit well into the asymptotical behavior.  Figure 4.3 
illustrates the effect of the Reynolds number (Re) on the deposition flux ( dφ ).  These results 
suggest that mass transfer controls the deposition rate when Re < 3900, and the adhesion 
dominates the process at higher Re values.   
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Figure 4.1. Fouling Data in Position D (From Ref. 150). 
 

 
 

Figure 4.2. Fouling Data in Position E (From Ref. 150). 
 

 
Figure 4.3. Deposition Flux versus Reynolds Number (From Ref. 150). 
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            J. Middis et al. performed experimental study on particulate fouling in heat exchangers 
with enhanced surfaces.  In their study, KAOLIN particles in X-2 were chosen as the fouling 
suspension.  They studied the particulate fouling in a plate heat exchanger and a double pipe heat 
ecxchanger over a wide range of flow conditions.  The typical fouling experimental results are 
shown in Figure 4.4.  Here again we can see that the graph shows the characteristic asymptotic 
behavior.  They also studied the effect of Reynolds number and other factors on the fouling 
behaviour, and conclusions similar to those in of Melo et al., were reached.  
  

 
Figure 4.4. Typical Fouling Resistance versus Time Behavior (From Ref. 151). 

 
            L. M. Charmra et al. made a study on the effect of particle size and size distribution on 
particulate fouling in tubes.  In their study, the Wieland NW, Wolverine Korodense, and a plain 
tube were chosen for testing.  Two types of foulants, clay and silt, were used in the tests.  The 
fouling tests were conducted for different concentrations, flow rate, foulant type, and particle 
diameter.  Figure 4.5 shows the fouling curves for a 2,000 ppm concentration of 2 mµ  particle 
size.  This figure shows that the enhanced tubes exhibit higher fouling resistance than the plain 
tubes.  Figure 4.6 shows the fouling curves at 800 ppm.  This figure shows that the enhanced and 
the plain tubes exhibit the same fouling behavior.  Figure 4.6 also gives the fouling curves for 4 

mµ  particle diameter at 800 ppm.  It shows that the enhanced and the plain tubes did not foul. 
The asymptotic fouling resistances were very small.  In fact Figure 4.7 shows that the rough and 
plain tubes experienced very little fouling with the 16 mµ  particles at 1,200 ppm.  Figure 4.8 

presents the asymptotic fouling resistance, *
fR , as a function of concentration for the Korodense 

tube.  We can see that the fouling resistance decreases as the concentration decreases for all 
particle sizes. This is because the deposition rate decreases as the concentration decreases since 
the deposition rate is proportional to fouling concentration.  In addition, as the particle size 
(diameter) increases, the asymptotic fouling resistance decreases.  This is because the particle 
deposition rate is proportional to 57.0−Sc .  Thus, smaller particles, whose Schmidt numbers are 
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smaller, should undergo higher deposition rates (fouling resistances) than larger particles.  Figure 
4.9 shows the asymptotic fouling resistance, *

fR , as a function of Reynolds number for the 

Korodense tube.  It shows that *
fR  decreases as the Reynolds number increases.  This is because 

the removal rate is directly proportional to the wall shear stress.  Therefore, as the Reynolds 
number increases, the wall shear stress increases, which in turn increases the removal rate, and as 
a result the fouling resistance decreases.  Again, this figure also shows that the fouling resistance 
decreases as the particle diameter increases.  Figure 4.10 shows the asymptotic fouling resistance 
versus particle diameter for the enhanced and plain tubes. It shows that the fouling resistance 
increases as the particle size decreases.  In fact, the asymptotic fouling resistance for the 16 

mµ particles is significantly smaller than for the 4 mµ particles except for the plain tube.  This is 
due to the transition from the diffusion dominant regime to the inertia dominant regime. This 
figure also shows that the enhanced tubes (NW and Korodense tubes) have higher asymptotic 
fouling resistances than the plain tube.  
 
 

 
 

Figure 4.5. Asymptotic Fouling Curves at 1.8 m/s using 2000 ppm of 2 mµ  particles. 
 (From Ref. 152). 
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Figure 4.6. Asymptotic Fouling Curves at 1.8 m/s using 800 ppm (From Ref. 152). 
 

 
 

Figure 4.7. Asymptotic Fouling Curves at 1.8 m/s using 1200 ppm of 16 mµ  particles 
 (From Ref. 152). 
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Figure 4.8. Asymptotic Fouling Resistance vs Concentration for the Korodense Tube  
(From Ref. 152). 

 

 
 

Figure 4.9. Asymptotic Fouling Resistance vs Reynolds Number for the Korodense Tube 
(From Ref. 152). 
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Figure 4.10. Asymptotic Fouling Resistance vs Particle Diameter (From Ref. 152). 
 

            There are other researchers who used other types of material to simulate the fouling 
particles.  Among them, Hans Muller-Steigen et al. used the 32OAl  particles to study particulate 
fouling in heat exchangers; Mark Basset et al. used the sol-gel method to synthesize the 
simulated magnetite particles so as to study the fouling of Alloy-800 heat exchanger surfaces by 
magnetite particles, etc.  It should be noted that most of the above researchers only used a single 
tube or even a tube section in their experimental study.  Hence it is necessary to use a real heat 
exchanger to study the particulate fouling behavior. 

 
4.3. Current Experimental Setup for Particulate Fouling Tests  
 
  As mentioned above, we want to use a real heat exchanger and perform experiments to 
study the particulate fouling behavior.  For this purpose we have designed and adapted an 
experimental setup.  Figure 4.11 presents the configuration of this setup, and Figure 4.12 shows 
an overview of it.  In our experiment, we have use KAOLIN clay suspended in water and a 
small-scale tube-and-shell heat exchanger.  The particulate material is the RC-90 KAOLIN from 
the Thiele KAOLIN Company.  The particle size is < 2 mµ with a percentage of 98.0%; pH (dry 
clay tested at 20% solids) is 6.8.  The heat exchanger, HT-1-A-CI-2-24, was procured from 

Mahan's Thermal Products, Inc.  It has 31 copper tubes, with shell diameter 
8
1

2  inch, tube length 

24 inch, and tube outer diameter "4/1 .  
 
 As can be seen from Figures 4.11 and 4.12, the experimental setup consists of a stainless 
steel water tank, a 2 KW electrical heater, a stainless steel centrifugal pump, a shell-and-tube 
heat exchanger, two flow-meters measuring the tube-side and shell-side flow rates, four 
thermocouples measuring the inlet and outlet temperatures of the tube-side and shell-side 
coolant, and a data acquisition system.  The data acquisition system includes two conditioning 
modules, a connection box, a data acquisition board, and a personal computer, which uses the 
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LABVIEW to collect, display, and store the experimental data.  Water with KAOLIN particles is 
designed to flow through the tube side of the heat exchanger so that it is convenient to remove or 
wash off the fouling layer after the experiment is completed.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4.11. Configuration of the Heat Exchanger Experimental Set-up for Particulate Fouling 
Tests. 
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Figure 4.12. Experimental Setup showing the heat exchanger on themobile table, water tank 
(underneath the table) connections to hot and cold water lines, and the data acquisition computer. 
 
4.4. Calculation of Overall Thermal Resistance and Preliminary  

Experimental Results 
 
         The effect of the fouling progression can be monitored by continuously evaluating the 
overall heat transfer thermal resistance (1/UA).  From energy balance, we have 
 

ccchhhLMTD TCmTCmTUAQ ∆=∆=∆= &&&    (4.1) 
 

            LMTDT∆  is the logrithmic mean temperature difference for the heat exchanger and is 
defined as 
 

)/ln( 21

21

tt
tt

TLMTD ∆∆
∆−∆

=∆      (4.2) 

 
            For parallel or concurrent  flow: incinh ttt ,,1 −=∆ ; outcouth ttt ,,2 −=∆  
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            For counter flow: outcinh ttt ,,1 −=∆ ; incouth ttt ,,2 −=∆ . 
 
            In the above equation, U is the overall heat transfer coefficient, and A is the heat transfer 
area, which may change with fouling pregression.  However, the product UA can be calculated 
and be thought of as inseparable in terms of the effect of fouling on heat transfer.  The inverse of 
UA is the overall thermal resistance, which increase as the fouling increases.  This overall 
thermal resistance, 1/(UA), is continuously computed so as to monitor the particulate fouling 
behavior in the heat exchanger.  To determine the overall thermal resistance, we continuously 
measure the mass flow rate of the cold side or/and the hot side, inlet and outlet temperatures of 
both the cold side and the hot side, as shown in Figure 4.11 and Figure 4.12.  It should be noted 
that in our experimental design, we adapted the parallel or concurrent  flow pattern in the heat 
exchanger. 
 
            In our experiment, 120 gm of  KAOLIN particles were added to the water tank, which 
has a dimension of "12"12"18 ×× .  This resulted in a fairly high concentration of about 2823 ppm.  
The experiment has been run for more than 150 hours.  Figure 4.13 shows the preliminary 
experimental results of the changes in the overall thermal resistance with time.  From this figure, 
we see that the overall fouling resistance first increases with time, then at after about 120 hours 
of running it tends to attain a steady state value.  This proves that the overall thermal resistance 
also exhibits an asymptotic behavior even in a real small-scale heat exchanger.  
 

 
 

Figure 4.13. Preliminary Experimental Results—The Overall Thermal Resistance Variation vs. 
Experimental Running Time. 
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4.5. Remarks and Future Research 
          

From the above preliminary experimental study on particulate fouling in a small-scale 
heat exchanger, we can temporarily reach the following conclusions: 

 
• The particulate fouling in a small-scale heat exchanger still exhibits an 

asymptotic behavior. 
 

• The experimental methodology and design of the setup for particulate fouling 
study are correct and effective.  

 
However, to further verify the above conclusions and the particulate fouling model, more 
experiments and analysis are needed.  The future research will include: 
         (1) Further experimental investigation of the fouling progression in a heat exchanger and 

verification of the particulate fouling model.   
         (2) Using the developed UTSG model to generate data and develop a GMDH data-driven 

model to monitor and diagnose the faults, especially fouling in a UTSG. 
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5. MONITORING AND DIAGNOSIS OF A HEAT EXCHANGER USING 
HYBRID SYSTEM MODELING 

 
5.1. Introduction 
 

Hybrid modeling integrates first principles models and data-based models, such as neural 
networks, to correctly model physical phenomena.  This section presents the results of the 
development of hybrid model for monitoring and diagnostics of heat exchanger systems.  
The earlier study used simulated data for a heat exchanger to develop the hybrid modeling in 
both parallel and series architectures.  In this report, experimental data from the heat exchanger 
setup, instead of simulation, are used to implement the data based model.  The results show that 
the parallel hybrid system developed can be used to model the heat exchanger.  The hybrid 
model performs better than the first principle model, within the normal operating regime.   

 
The two most common groups of models used in Fault Detection and Isolation (FDI) 

systems are the first-principle models and the data-based models.  The first-principle models may 
not always incorporate all of the functionality of the system and do not provide the sensitivity 
necessary to detect small changes in plant degradation; however, data-based models have been 
used to accurately perform sensitive FDI task [39].  First principle models also require 
substantial engineering time to develop; and in some instances, such as complex chemical 
reactions, accurate first principle models are not available.  
 

Data based systems are applicable to operating plants and systems where operational data 
are recorded over the entire operating range.  The data based systems are only accurate when 
applied to the same, or similar, operating conditions for which data are collected.  When plant 
conditions or operations change significantly, the model must extrapolate outside the training 
space and the results should not be trusted.  Unlike linear models, which extrapolate in a known 
linear fashion, non-linear models extrapolate in an unknown manner.  These empirical (data-
based) models must be trained on past plant data.  Since automated data acquisition systems may 
not have acquired data on the system of interest, especially for new generation designs that have 
not been constructed, data may not be available and first principle models must be used.  These 
models can be improved by appending them with data based models as data become available. 
 

The combination of data-based and first-principle models are termed hybrid models.  In 
these  
designs, the first-principle models are developed and then appended with data based models as 
data become available.  This method provides the robustness of first principle models with the 
sensitivity of data based models.  This hybrid framework, although more complicated, has a very 
important advantage.  Purely data based systems are not reliable when the system moves into 
new operating conditions which may result from configuration changes, new operating practices, 
or external factors such as unusual cold cooling water temperatures in condensers.  By using the 
hybrid system, the predictions tend towards the first-principle model when new operating 
conditions are encountered and will additionally use the data-based models when in familiar 
operating conditions. 
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5.2. Methodology 
 

In order to understand the application of hybrid modeling, we first present the methods of 
modeling a heat exchanger from first principles and then explain methods to integrate empirical 
models, such as neural networks, through parallel hybrid modeling. 
 
5.2.1. Heat Exchanger Physical Modeling 

A heat exchanger (HX) is a device used to transfer heat between two fluids that are at 
different temperatures and are separated by a solid wall.  Heat exchangers are generally 
classified according to the type of construction and the flow arrangement.  The simplest 
configuration, termed double pipe, consists of two concentric tubes containing the hot and cold 
fluids.  The flow direction of the cold and hot fluids determines whether we have a double pipe 
parallel flow or a double pipe counter flow heat exchanger.  The most common type of 
construction is the tube and shell arrangement that houses several internal tubes. The tube and 
shell HX provides a greater heat transfer area compared to the single tube version. 
 
Other heat exchanger arrangements are described by Incropera [78].  
 
For simplicity, the double pipe parallel flow concept, shown in Figure 5.1, is used in this work. 
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Figure 5.1. Double pipe parallel flow heat exchanger. 

 
Two approaches to represent the heat exchanger by first principle model are commonly used: the 
Log Mean Temperature Difference (LMTD) method and the Effectiveness-NTU Method58.  In 
this work,  the NTU model was chosen. Both methods are based on energy balance equations, 
where the amount of heat given up by the hot fluid equals the amount of heat received by the 
cold fluid, as shown in Equation (5.1). 
 
                                                      cc

p
hh

p TcmTcmQ ∆−=∆= &&                                (5.1) 

 

where:  Q = heat transfer  

           m&  = mass flow rate 
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            cp = specific heat capacity 

            ∆T  = temperature difference 

 h and c are superscripts designating hot and cold. 

 
Additionally, the total heat transfer can also be expressed as 
 
                                  mTAUQ ∆⋅⋅=                                                         (5.2) 
 
where: U = overall heat-transfer coefficient 
            A = total surface area for heat transfer consistent with definition of U 
            ∆Tm = suitable mean temperature difference across the heat exchanger 
 
The Effectiveness-NTU Method is an alternative approach that can be used when the fluid output 
temperatures are unknown. The effectiveness-NTU method is based on the effectiveness of the 
heat exchanger in transferring a given amount of heat, with effectiveness defined as the ratio 
between the actual heat transfer and the maximum possible heat transfer: 

                                               
maxQ
Q

e ≡                                                                   (5.3) 

 
The maximum heat transfer is given by: 
 
                                         ( ) ( ) ( )

inletinletinletinlet chchp TTCTTcmQ −=−×= minminmax &                    (5.4)  
 
Where C is the fluid capacity defined as pcm& . 
 
Cmin  is either the hot or the cold fluid that has the minimum fluid capacity.  From Equations 
(5.2), (5.3) and (5.4), it follows that the effectiveness is given by: 
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The Number of Thermal Units (NTU) is defined as 
 

                                                     
minC

UA
NTU ≡                                                       (5.7)    

 
The effectiveness can be written as a function of NTU, Cmin, and Cmax.  Holman [58] develops 
the effectiveness relationship for the double pipe parallel flow heat exchanger as 
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The NTU method has been chosen for use in this work to implement the heat exchanger physical 
model, as part of the hybrid modeling. 
 

It is interesting to note that the overall heat-transfer coefficient (U) is a difficult 
parameter to be properly taken in account in the physical modeling due to its dependence on the 
fluid thermodynamics conditions, and on the heat exchanger geometrical parameters.  This is 
where the data based modeling comes into play in compensating possible inaccuracies in the 
physical modeling. 
 
5.2.2. Artificial Neural Networks 

Neural networks are modeling techniques that learn system behavior through data 
acquired from that system.  They are able to learn the relationship for operating regions that are 
presented to them during training.  If the operation region moves outside the training region, the 
neural network model cannot be expected to give accurate predictions. 
 

In this work neural networks are used for hybrid modeling.  The neural network 
architecture is a Multi-Layer Perceptron (MLP) with four hidden neurons.  In the hybrid parallel 
model, the neural network is trained to predict the error between the actual data, acquired from 
the heat exchanger, and the physical model, implemented through the NTU method.  We now 
discuss the hybrid modeling. 
 

5.2.3. Hybrid Modeling 
Several useful overview papers on hybrid modeling include Thompson and Kramer 

(1994)[43], Wilson and Zorsetto (1997) [45], te Braake and van Can (1998) [42].  The hybrid 
approach has commonly been termed a "grey-box" modeling approach, as contrasted to "black 
box" modeling of Neural Networks or other data based approaches.  The term grey-box comes 
from the idea that a portion of the internal model, the first principle model, is explainable.  In 
other technical papers these approaches are termed semi-mechanistic models. 
 

There are two major approaches to hybrid, grey-box, or semi-mechanistic modeling: the 
"series approach", and the "parallel approach".  The series approach uses a data based model to 
construct missing inputs or parameter estimates to the first principle model, while the parallel 
approach uses a neural network to model non- linearities, disturbances, or other processes not 
accounted for in the first principles model.  Both of these approaches have been used in the 
chemical industry and are being investigated for use in other industries to perform monitoring 
and diagnostic tasks. In this work the Parallel Approach will be implemented. 
 
A. Parallel Approach: In the parallel hybrid modeling approach (see Figure 5.2), a neural 
network is trained to predict the residuals not explained by the first principles model.  When in 
operation, the predicted residuals are added to the first principles model output, resulting in a 
total prediction that is much closer to the actual system.  The parallel approach was first 
proposed by Kramer, Thompson, and Bhagat (1992) [40].  They applied radial basis function 
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neural networks to correct the output of a first principle model in a Continuous Stirred Tank 
Reactor (CSTR).  In 1994 they published another paper applying the technique to a batch 
penicillin fermentation process (Thompson 1994) [5].  Both papers showed promising results. 

First Principle
Model

Inputs

Data-based
Model

Prediction
∑

 

Figure 5.2.  Parallel hybrid modeling approach. 

 

B. Model Testing: The literature contains reports that compare the series parallel hybrid 
approaches.  van Can et al. (1996) [44] reports that the serial approach is superior to the parallel 
approach and others have made similar reports. The work with simulated data reported at 
MARCON 2002 [79] also showed better results on hybrid series approach. 
 

In this report, we compare the performance of a physical modeling, based on first 
principles equations, versus a hybrid parallel modeling.  We assess the ability of each modeling 
technique in representing properly the behavior of the heat exchanger, considering several steady 
state conditions to which the HX was subjected.  The hybrid series modeling will be developed 
and its performance compared to the hybrid parallel modeling now being discussed. 
 

5.3. Heat Exchanger Experimental Loop and Test Results 

To accomplish this comparison, a heat exchanger loop was assembled in the laboratory 
facility. The heat exchanger used in this experiment is a copper tube-and-shell structure, 24" 
long, with 31 internal tubes (1/4" diameter) that sit inside a 2.5" diameter shell.  The HX is 
connected to the building hot and cold water supply in an open loop arrangement.  The hot water 
goes through the tube side and the cold water through the shell side, in parallel flow directions.  
The HX is instrumented with temperature and flow rate sensors.  Four type-J thermocouples 
allow monitoring the hot and cold water inlet and the hot and cold water outlet temperatures. 
Turbine type flow meters were installed in the hot and cold-water inlet piping.  The temperature 
and flow rate signals are conditioned, and then sent to a digital data acquisition system that is 
based on National Instruments' hardware and LabView Virtual Instrument (VI) program.  The 
data are acquired and stored for future use in developing the data based modeling, which will be 
part of the hybrid modeling.  Figures 5.3 – 5.5 show the laboratory heat exchanger setup. 
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Figure 5.3. Laboratory heat exchanger loop. 

 

 

Figure 5.4. Laboratory heat exchanger close-up view. 
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Figure 5.5. LabView based user interface. 

5.3.1. Hybrid Parallel Model 

The hybrid parallel model was developed using NTU method to implement the heat 
exchanger physical model and the MPL neural network architecture to implement the data based 
model.  To achieve good results, when calculating the overall heat transfer coefficient (U), the 
physical model takes into consideration the different Nusselt and Prandtl numbers related to each 
different steady state thermodynamic conditions under which the data were acquired. 
 

The MLP neural network architecture gave better results when implemented with one 
neural network to predict the error in the hot water temperature and another to predict the error in 
the cold water temperature, instead of using just one neural network model to predict both. 
 

In the hybrid parallel approach, a neural network was trained to predict the residuals in 
the hot and cold temperatures on the output of heat exchanger that are not explained by the 
physical model. The inputs of the model are the hot and cold temperatures of the inlet water and 
the hot and cold mass flow rates.  Figure 5.6 shows the hybrid parallel model schematic. 
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Figure 5.6.  Heat exchanger parallel hybrid model. 

 

5.3.2. Input Data 

The heat exchanger was supplied with building water in an open loop arrangement.  The 
different steady state conditions were established by varying the hot and cold water flow rates.  
By changing the water flow rates caused all the temperature measurements to change.  For each 
steady state condition, the data were acquired and stored.  Figures 5.7 – 5.9 show fourteen steady 
state levels, each one can be characterized roughly by a medium value for the hot and cold mass 
flow rate and the corresponding values for the inlet cold and hot temperatures. 
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Figure 5.7. Input data: hot water inlet temperature. 
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Figure 5.8. Input data: cold water inlet temperature. 
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Figure 5.9. Input data: hot and cold water mass flow rate. 

5.3.3. Results 

Figure 5.10 shows the prediction of the physical and the parallel hybrid models for the 
hot water temperature output and its actual measurement.  

 
The result (see Figure 5.10) shows that the physical model (blue line) is not able to 

exactly model the temperature at each steady state condition. This is due to the use of physical 
models that do not consider all inputs and disturbances such as heat loss to the room.  On the 
other hand, the parallel hybrid model (red line) follows the actual data (green line) much better. 
The mean percent error is 0.10% for the hybrid model hot temperature predictions versus 0.53% 
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for the physical model: a performance increase of five times. The neural networks in the hybrid 
model attempt to explain or compensate for the residuals not taken in account by the physical 
model. 

 
Figure 5.11 shows the predictions for the cold water temperature output, and similar 

performance can be observed.  The hybrid model outperforms the physical model by a factor of 
about 5. The mean error, of the actual values is 0.26% for the hybrid model prediction versus 
1.37% for the physical model.  The remaining error is due to stochastic noise, unknown inputs, 
and other unmodeled disturbances. 
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Figure 5.10. Hot temperature: hybrid and physical modeling predictions and 
measurements. 
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Figure 5.11. Cold temperature: hybrid and physical modeling predictions and 
measurements. 

 



43

5.4. Remarks 

The results show that the physical model and a parallel hybrid model architecture are 
capable of modeling a heat exchanger.  The parallel hybrid approach has a small modeling error.  
The physical modeling did not perform well at all steady state conditions.  The heat exchanger 
laboratory data have been very useful in demonstrating the effectiveness of the hybrid modeling 
technique. 
 
 
5.5. New Data from Normal and Fault Condition Operations of the Heat  

Exchanger Loop 
 
 Data for the case of normal operation of the heat exchanger loop was acquired.  This was 
followed by additional data acquisition for the conditions with faulty conditions.  The faulty 
conditions included leakage and tube plugging.  Several leakage conditions were imposed in the 
inlet hot water pipe (on the HX tube side) and in the inlet cold water pipe (on the HX shell side).  
HX tube faults were inserted by plugging various numbers of the interior HX tubes.  This 
simulates a situation in which the system responds with a decrease in the flow rate and 
temperature changes due to actual tube plugging.  Data were acquired at several steady state 
conditions. 
 
Tube leakage conditions: 

• Imposed to the cold water through a hole located just at the inlet pipe, right after 
the flow meter. 

• Imposed to the hot water through a hole located just at the inlet pipe, right after 
the flow meter. 

Tube plugging conditions: 
• Imposed by plugging 1 to 5 tubes. 
• Imposed by plugging 13 tubes. 
• Imposed by plugging 17 tubes. 
• Imposed by plugging 21 tubes. 

 
Future Work: Analysis of the Faulty Data 
 Until now the data driven model used in the hybrid model in this research was 
implemented using multi- layer perceptron neural networks.  We are currently investigating 
Locally Weighted Regression (LWR) for use in the hybrid model.  LWR is a method that follows 
the lazy learning approach, in which a local, memory-based procedure is chosen to model the 
data as an alternative to the global, parametric approach used by MLP neural networks. 
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6. STRUCTURAL MONITORING OF STEAM GENERATORS AND HEAT 

EXCHANGERS USING PIEZOELECTRIC DEVICES 
 
6.1. Introduction 
 

The current industry practice for in-service inspection of steam generator (SG) tubing is 
the use of eddy current testing (and in some cases ultrasonic testing).  This is performed when the 
system is shut down for either maintenance or refueling outages.  Thus, the mechanical integrity 
of SG tubing and structure are not directly available at other times.  In this project we propose to 
develop a sensor suite with sensor arrays that can be permanently embedded in the tubing and 
other structures and can be monitored continuously.  The sensor arrays being developed use 
piezo-transducers, both as actuators and sensors.  They can be either surface-bonded or embedded 
in the structure.  Each of the piezo-transducers can generate and receive elastic waves 
propagating through the structure being monitored. 
 

In the late 1800s Jacques and Pierre Curie discovered surface electric charges on 
tourmaline crystals, caused by mechanical stress.  The phenomenon of electrical polarization of 
crystals caused by deformation in certain directions was later given the name piezoelectricity by 
Hankel.  In 1881, using M.G. Lippmann's thermodynamic theories, the Curie brothers proved 
experimentally the reverse action of piezoelectric effect, that is, mechanical deformation of 
crystals due to an applied electric field. 

 
Thus, when certain materials are subjected to stress an electric charge is produced, with 

its magnitude and direction being a function of the magnitude and direction of the stress being 
applied.  Some of the recent developments in piezo-devices are due to the revolution in wireless 
and wire-line communications.  Also, new developments in piezoelectric ceramics and 
ceramic/polymer composites have evolved into new markets.  Even though piezoelectric quartz 
crystal still holds the largest market segment, several new piezoelectric ceramic and piezo-
polymer materials are being developed.  The principle of piezoelectric effect is widely used in 
Micro-Electro-Mechanical Systems (MEMS) with a multitude of applications. 
 
6.1.1. Piezoelectric Material 

A piezoelectric material generates an electric charge when mechanically deformed. 
Conversely, when an external electric field is applied to piezoelectric materials they deform 
mechanically.  The piezoelectric effect is found only in crystals, which have no center of 
symmetry. Examples of piezoelectric materials are quartz, Rochelle salt and many synthetic 
polycrystalline ceramics. 
 

Many polymers, ceramics, and molecules such as water are permanently polarized: some 
parts of the molecule are positively charged, while other parts of the molecule are negatively 
charged (Figure 6.1a).  When an electric field is applied to these materials, the polarized 
molecules will align themselves with the electric field, resulting in induced dipoles within the 
molecular or crystal structure of the material (Figure 6.1b). 
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Figure 6.1. Piezoelectric effect. 
 

 
Furthermore, a permanently polarized material such as quartz (SiO 2) or barium titanate 

(BaTiO3) will produce an electric field when the material changes dimensions as a result of an 
imposed mechanical force.  These materials are piezoelectric, and this phenomenon is known as 
the piezoelectric effect (Figure 6.1c).  Conversely, an applied electric field can cause a 
piezoelectric material to change dimensions. This phenomenon is known as electrostriction in 
which the material density increases by excitation of transverse acoustic vibrational eigenmodes 
of the fiber in response to the intensity of an applied field or just the reverse piezoelectric effect. 

 
Thus, a piezoelectric material can be used both as an actuator, which converts electrical 

energy to mechanical energy and as a sensor, which converts mechanical energy into electrical 
energy.  In most cases, the same element can be used to perform both tasks. 

 
 

6.1.2.  Structure Guided Waves 
The guided waves refer to the waves propagating along the immediate vicinity of material 

boundaries, where the boundaries have the effect of guiding acoustic waves along their surfaces.  
Two examples of guided wave are the thin plate and the long tube shown in Figure 6.1.2. 

 
 
 
 

 
 

Figure 6.2. Examples of guided waves. 
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Ultrasonic testing has been used in nondestructive inspection of materials and in medical 
diagnosis.  An ultrasonic pulse is usually transmitted and collected using special (commercially 
available) equipment.  Although it has been wisely utilized, there are still many conditions where 
the traditional NDE technique is invalid.  For example, the material change caused by corrosion 
is not easily detectable by traditional pulse-echo ultrasonic techniques.   In addition, it is common 
that heat exchanger tubes have fouling deposits.  Too much fouling may cause problems such as 
inefficient heat transfer.  Furthermore, the traditional technique is still an offline inspection 
method.  It is desirable in monitoring key equipments online without disturbing normal operation. 

   
 Guided waves have been studied and applied in non-destructive examination since 
(original studies by Rayleigh, Lamb, Stonely, and others).  The displacement potentials and other 
methods have been used to derive general solutions.  The Lamb wave propagating along a thin 
structure has more complicated solutions than the Raylegh wave propagation near the surface of a 
half infinite medium due to dual free boundaries.  It is found that the wave properties are directly 
related to the stress distribution.  Some researchers have studied the relationship between the 
stress change caused by additional loading and wave spectrum.  The studies indicate the potential 
of the applications of guided waves in microstructure monitoring.  
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6.2. Laboratory Experimental System 
 

The theory of reflection and scattering of guided acoustic waves has potential 
applications in non-destructive examination.  The experimental setup used to generate 
acoustic waves and measure the output is described below. 
 
 
6.2.1. Aluminum Beam and Piezoelectric Sensors  

For this work, samples of aluminum beam (Al 6061) 305mm long, 25mm wide 
and 3mm thick, were cut then polished using sandpaper and degreased. 
 

At each extremity one strip 30mm long, 10mm wide and 0.27mm thick 
piezoelectric material (PSI-5A-S4-ENH from Piezo Systems, Inc., Cambridge, MA) was 
bonded on the beam surface with ECCOBOND® 15LV Black (EMERSON & 
CUMMING Inc., Woburn, MA) and CATALYST 15LV Black.  This combination 
resulted in a rigid layer.  The capacitance of both strips were measured before and after 
bonding them to make sure the equivalent capacitance were the same on each strip.  One 
piezo was then elected as active sensor, used to generate the elastic acoustic waves, while 
the other was used as a passive sensor.  The resulting specimen is shown in Figure 6.3. 
 
 
 

 

 
 
 
 

Figure 6.3. Aluminum Beam Specimen. 
 
 
6.2.2. Acoustic Wave Generation and Signal Acquisition 

A Data Acquisition Card from National Instruments together with a Labview® 
Virtual Instrument program user interface was used to generate an AC output with a 
profile appropriate for a given task (burst chirp or harmonic signal) which was first fed 
into an amplifier and then into the active piezo sensor.  The signal was then picked up by 
the passive piezo and sent back to the data acquisition system and saved as an ASCII file 
for analysis to evaluate the effect of the damage on the character of transmitted acoustic 
waves.  A schematic of the experimental setup is shown in Figure 6.4. 
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Figure 6.4. Schematic of the Experimental Setup. 
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6.3. Experimental Procedure 
 

First, a no-defect database, using a plain (not damaged) aluminum beam was 
prepared using chirps and harmonic signals with different frequencies and amplitudes for 
later comparison, for the cases of controlled defects. 
 
6.3.1. Defects 

Two different defects were created on the same beam to evaluate its influence on 
the character of acoustic waves: 

• First a partial hole 1.56mm in diameter and 50% of the beam thickness deep. 
• The through hole was afterwards enlarged to a diameter of 2.4 mm. 

 
It is important to note that the hole was made halfway between the piezoelectric 

sensors.  Figure 6.5 shows the details of the hole. 
 
 

 
 

Figure 6.5. Details of the Hole Halfway between Piezoelectric Sensors. 
 
 
6.3.2. Actuating Signals 
Two different kinds of actuating signals were used: 

• Burst chirps with different duration, frequency ranges and amplitudes.  
• Single frequency sine waves with different frequencies and amplitude levels. 

 
 
6.4. Summary of Intermediate Results 
 

After generating the database with the plain beam a partial hole was drilled.  Then 
the specimen was subjected to frequency chirps ranging from 1.1 kHz to 5.0 kHz with a 
duration of 10s and 10V amplitude level.  The influence of this damage can be seen on 
the PSD plots in Figure 6.6 where one can notice a slight shift in the characteristic 
frequency peaks before and after the damage condition. 

 
The hole was then enlarged to a diameter of 2.4 mm.  Figure 6.7 shows similar 

shifts in the frequencies for the same chirp set up, but with a larger frequency shift. 
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This shift becomes even more significant as the chirp amplitude level is increased 
from 10V to 60V as shown in Figure 6.8.  The spectral magnitude shows an increase with 
increased signal level. 

 
 
 

 
 
 

Figure 6.6. Influence of Partial Hole on the Acoustic Wave Output. 
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Figure 6.7. Influence of Through Hole on Acoustic Wave Output. 
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Figure 6.8. Influence of Amplitude Level on Acoustic Wave Output. 
 
 

 A new aluminum beam specimen was tested and in this particular one a small 
hole was drilled where each piezo is located so the ground wire can be soldered to the 
piezo negative pole and be slipped through the hole before gluing the piezo to the 
aluminum.  This procedure eliminates the impedance-changing problem. 
 
 In this case high frequencies for input acoustic signal are tested to avoid the effect 
of resonance of aluminum plate and piezo-sensors.  Figure 5.9 shows the PSD of the 
received signals under 50 kHz input sine wave.  The sample for the 1st subplot has a 1.5-
mm hole in the path of wave propagation, but there is no hole under piezo-sensors.  The 
second subplot shows the signal for the aluminum beam with no flaws, but there are two 
small holes under the piezo-sensors attached on the sample for the purpose of creating 
good contact between the sensors and negative electrode.  The third subplot gives the 
result of a plate with a partial hole (in depth) midway in wave propagation from active 
sensor to passive sensor.  In the last subplot, the result comes from a sample beam with a 
through-hole (1.5-mm) in the way of wave transmission. 
 

The power of acoustic signal received by the passive sensor changes due to the 
effect of wave scattering and reflection.  The size of the flaw that stands in the way of 
wave propagation is directly related to the amplitude of PSD of the received signals.  
Hence, the main peaks in subplot two is the highest one, and the third subplot has a 
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higher main peak than subplot 1 and 4, whose sample plates get a through hole in the path 
of wave propagation.  All the input signals have the same input amplitude, and we also 
assume that all these sample plates are similar enough such that the received wave 
depends only on the propagation path. 

 
Another important change is also illustrated in Figure 6.9.  Some extra sub peaks 

appear in the PSD of sample 3 and 4 compared with sample 2 where there is no flaw.   
This change is due to the scattering mechanism of flaw, which changes the propagation 
mode of incident acoustic wave from few modes to all modes.  A further study of the 
acoustic mode change will be performed to identify the position and size of the flaw 
included in metal plates or tubes. 

 
Figure 6.10 gives the results with 100 kHz incident sine signal of acoustic wave.  

The third subplot has two-volt amplitude sine wave signal, and the others have 1-volt 
amplitudes.  This figure verifies the relationship between passive signal and the size of 
the included flaw as shown in Figure 6.9.  
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Figure 6.9. Power spectral density of receiving acoustic signal under 50 kHz input sine 
wave for four different aluminum plate samples. 
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Figure 6.10. Power spectral density of receiving acoustic signal under 100 kHz input sine 

wave for four different aluminum plate samples. 
 
 
6.5. Remarks 

 
Results of this preliminary study indicate that acoustic waves transferred between 

piezoelectric sensors are affected by the presence of defects in the aluminum beam 
structure.  Furthermore, the tests indicate that the signals have repeatable character and 
the piezo sensors were able to produce and receive signals with magnitudes of several 
volts.   

The epoxy glue caused capacitance changes in some specimens (aluminum beam 
plus epoxy glue) that caused discrepancies in the piezo sensor behavior.  New and 
improved experimental stud ies and data processing techniques are presented in Section 7 
and contain test results using tubular specimens. 
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7. THEORY OF ELASTIC WAVE PROPAGATION AND NEW 

RESULTS OF DEFECT MONITORING IN FLAT PLATES 
AND TUBULAR SPECIMENS 

 
7.1. Introduction 

 
New tests have been performed on aluminum plates and brass tubes.  Plate 

dimensions: 350 × 25 × 3 (mm).  The tubular specimens used for experiments are 613 
mm long, 13mm diameter and 1.8mm wall thickness.  Tests for plates include the half 
depth hole in the middle of the plate, a through hole in the middle of the plate, normal 
plate without flaw, and half width and full width v-notch at 1/3rd the distance between the 
active and the passive sensor.  For the tests performed on the tubes, the data consist of 
normal specimen and a tube with a through hole.  
 
 Figures 7.1 and 7.2 show the test set up for the aluminum plate and the brass tube, 
respectively. 
 
 
 
 
 
 
 
 

Figure 7.1.Experimental set up for tests on the aluminum plate. 

 
Figure 7.2. Experimental set up for tests on the brass tube. 
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7.2. Theory of Elastic Wave Propagation 
 
7.2.1. Elastic Waves Along Thin Plates 

Considering wave propagation along a thin plate, Lamb wave is a special type of 
surface wave, for which the displacements occur in the direction of both propagation and 
its normal direction with free boundaries.  The stress components on the boundaries must 
be zero.  The particle displacement equation is written as 
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By assuming that the potentials along x-axis are zero, we can write the wave 
equations as follows: 
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The solution takes the following form: 
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Using the condition that stresses at the free boundaries must be zero, we are able to write 
two characteristic equations to determine the wave number k. 
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These yield solutions of wave number ks and ka (symmetric and antisymmetric). 
 

Finally, the potentials related to the Lamb waves are given by 
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The constants C and D can be expressed using A and B, therefore two arbitrary constants 
A and B exist for the Lamb wave equation.  
 

Since there are two types of wave modes for Lamb waves, symmetric and 
antisymmetric, it is very important to know how many different modes are there for a 
specific frequency.  According to the acoustic analysis theory, there are at least two 
modes, 0-symmetric and 0-antisymmetric modes, for low frequencies.  As the frequency 
increases, more symmetric and antisymmetric modes appear, the frequency at which a 
new mode appears is called the critical frequency and is given by the following relations.  
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Similarly, the more complicated Lamb wave properties in metal tubes have been 
derived.  In summary, it is found that Lamb waves propagate in multiple modes.  Hence 
the signals received by a transducer are affected by sensor position, wave frequency, and 
plate thickness.  An important property related to the defect inspection is that a single 
input mode signal will be scattered forward and backward as a multimode wave.  This 
flaw can be viewed as a new wave source that is emitting waves around.   Its existence 
will definitely alter the signal spectrum, whose changes are useful for the nondestructive 
examination technique.  
 
7.2.2 Elastic Waves in Metal Tubes 
For a hollow cylinder, the circumferential wave equations in terms of the potentials φ and 
ψ are: 
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Where cL and cT  are longitudinal and shear wave velocities, respectively.  Using the 
boundary conditions, the general solution is given by 
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Where Jkb(z) and Ykb(z) are the first and second kinds of Bessel functions, respectively.  
A1, A2, A3, and A4 are constants.   
 
The particle displacements can be represented using the potential functions as:  
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The solution of Lamb wave potential equations gives a complicated dispersion equation 
in the circumferential and the axial directions. 
 
 For the longitudinal wave propagation, three types of wave modes are studied, 
namely, longitudinal modes, torsional modes, and flexural modes.  The particle 
displacements are assumed to have the following forms. 
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Where U, V, W are the displacement amplitudes composed of Bessel functions.   Among 
them the longitude mode displacement equations are analyzed below. 
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The analytical solutions for longitudinal mode potential equations have the following 
forms. 
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Where J and Y refer to the first and the second type of Bessel functions, respectively.   
 
 
7.3. Short-Time Fourier Transform (STFT) and Wavelet Transform 

 
Since the signal used for wave generation and the resulting received signals at 

other locations in the specimen are non-stationary, it is more effective to use time-
frequency analysis.  The excitation waveforms are either chirp signals or pulse signals.  
Two of the time-frequency techniques are the short-time Fourier transform and the 
wavelet transform.  STFT uses fixed-window transform, whereas the wavelet analysis is 
more general in compressing a time signal.  The multi- resolution property of the discrete 
wavelet transform (DWT) is found to be desirable in quantitative analysis for surface or 
sub-surface flaws in structures.  The DWT decomposes the signal into various sub-band 
frequencies.  
 
 The properties of Lamb wave like propagation, such as  speed and wave number 
in a guided structure, are decided by specimen dimensions, material densities, input wave 
frequency, etc.  One of the objectives of the experimental study is to establish an optimal 
frequency band of the excitation frequency.    
 
7.3.1. Short -Time Fourier Transform (STFT) 
The STFT of a signal is defined as 
 

( ) τττ
π

ω ωτ dethftfF j
STFT ∫ −−= )()(

2
1

),(    (7.12) 

 
where f(t) is a time signal, and h(t) is the window function.  One issue rela ted to the 
STFT is the selection of the window width.  Within the constraints of the uncertainty 
principle, STFT is not able to provide instantaneous frequency information.  Optimal 
window size has been explored in many papers.  
 
7.3.2. Wavelet Transform 
 

The continuous wavelet transform (CWT) has the property of providing both 
frequency and time resolution by continuously varying the window size.  The window 
function is defined by a mother wavelet, which is characterized by time and scale 
(inverse frequency).  A significant difference between CWT and STFT is that the CWT 
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deals with a portion of signal using a shifted and scaled mother wavelet.  Therefore, the 
CWT usually has better resolution than STFT, and reveals the information in the joint 
time and frequency plane.  
 

One problem connected with CWT is the complexity of coefficient calculations. 
This problem is especially critical for online data processing.  In addition, the display of 
CWT results has high requirements of computer memory and CPU speed, even for a two-
dimensional case.   The discrete wavelet transform (DWT) solves this problem by 
decreasing the data size in the order of two at each level compared with the higher level, 
without losing good resolution.  The DWT filter theory is discussed in detail by Strang 
and Nguyen.  In short, the DWT filter can be summarized as follows: the low frequency 
information needs less sampling data per unit time compared with the high frequency 
data, and the high frequency component is filtered out at each level.  The sub-band 
signals may then be processed using the standard FFT to provide spectral information as 
patterns. 
 
7.4. New Data Acquisition 
 

The guided acoustic wave propagation along metal plates or tubes is a complex 
physical process.  The boundary conditions and material structure play an important role 
in the transfer of energy along wave guide.  The dimensions of the sample specimens, 
structural natural frequencies, and the properties of the excitation waveform frequency, 
influence the properties of the signals received at different locations in the specimens.  
Therefore, the experiments were designed to consider several issues. 
 

1. Input signal selection.  Usually, pulse signals such as sine pulse with several 
cycles is used in ultrasonic NDE.  The pulse signal generation needs special 
equipment.  The test pulse signals generated and received by piezoelectric 
transducers in our experiments have not revealed much useful information due to 
the frequency limit of piezoelectric transducers and the dimension of experimental 
samples.  But the natural frequency information can be extracted from impulse 
response.  Hence chirp signal instead of pulse wave is applied in this study due to 
the needs of optimal band selection.  The chirp signal has constant amplitude and 
its frequency changes (increases) as a function of time. 

 
)sin()( 2

0tbfAtChirp =     (7.13) 
  
 Where f0 is the initial frequency of the signal. 
 

2. Optimal frequency band selection.  
We have found in the experiments that a resonance band exists for the metal 
plates or tubes in the frequency band 0 – 50 kHz.  The formation of resonance 
region will be discussed separately.   The optimal frequency band of input signal 
for aluminum beam, with dimensions of 350mm × 25mm × 3mm, is 26 kHz to 37 
kHz.  For the brass tube used in our experiments, the important input signal band 
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is 16 kHz to 40 kHz.   Figure 7.3 shows the received signal collected for an 
aluminum plate (#1) and for a brass tube (#2) with chirp signal input. 
 

3. Exploration of the formation of resonance band. 
The formation of resonance band is due to the modulation of input acoustic 
signals and reflected waves from the free boundary.   The input signal is chirp and 
its frequency is changing linearly with time: f = bt.  Therefore, the input and 

reflected waves at position 1 have a small frequency difference 
V

l
af

2
*=∆ . 

Where, l is the distance from the transducer to the boundary and V is the Lamb 
wave velocity.  If the input wave can be written as )cos( kxtsin −= ω , then the 
reflected wave is ))()cos(( xkktsref ∆+−∆+= ωω , therefore the wave data 
collected by the passive transducer is: 
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.  The combinational effect of natural frequency, the Lamb wave leakage and the 
modulation decides the resonance band for the metal plates and tubes.  Here we 
assume that the low frequency acoustic wave is more easily transmitted into the 
air or other fluid around the test samples, thus we get low reflected coefficient and 
high leakage rate for low frequency elastic waves compared to high-frequency 
components.  The multiple peaks in the spectrum come from the natural 
frequencies of test specimens.  

 
 

 
Figure 7.3. Typical acoustic signals from an aluminum plate and a brass tube. 
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7.5. Analysis of Lamb Wave Properties 
 
7.5.1  Properties of Lamb waves  

The Lamb wave is more complicated compared with the surface wave or acoustic 
wave in the air because of the multi-propagation mode.  There are more than two types of 
particle distributions along the transverse cross section of the guided structure.  
Dispersion of phase velocity may happen due to the change of signal frequency or sample 
thickness.  It is desirable to study the properties of Lamb waves both in metal plates and 
tubing structures.  Many studies about the dispersion curves of lamb waves are available.  
As an example, the dispersion curve for an aluminum plate is illustrated in Figure 7.4.  
The x-axis represents the product of signal frequency and the thickness of aluminum 
plate.  Since our input chirp signal has the range from 1 kHz up to 50 kHz and the 
experimental plat has a thickness of 3 mm, the corresponding x-axis coordinate should be 
from 0.003 to 0.15 (MHz-mm). 
 
 

Figure 7.4. Lamb wave dispersion curves for the aluminum plate. 
 
 
7.5.2. Experimental Lamb wave property analysis using cross-spectrum  

We are able to perform property analysis using the cross-spectrum technique due 
to the arrangement of multi-sensor on each aluminum beam.  It is noticed that the 
coherence between these two receiving signals are really high between 10 kHz and 20 
kHz, the phase velocity related with the gradient can be estimated as 0.18m/(1/5000Hz)= 
0.9 km/s (see Figure 7.5).  We also notice that the gradient of the phase curve is 
decreasing from 1 kHz to 30 kHz, therefore the phase speed of Lamb wave is increasing 
with frequency.   Therefore, we can relate our experimental results with anti-symmetric 
mode of theoretical curves in Figure 7.4.  The effect of the defect on the aluminum 
sample on coherence and phase is obvious as shown Figure 7.6.    
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7.5.3.  Lamb wave properties in brass tubes 

Cross spectrum and coherence are calculated for the input and output Lamb wave 
signals in brass tube experiments.  High coherence is found between 8 kHz and 17kHz.  
The wave propagation speed along the brass tube can be estimated using the gradient of 
phase plot shown in Figures 7.7 and 7.8 as 0.315m/(1/2500Hz)= 787.5m/s 
(approximately).   Obvious changes are generated due to the existence of the through 
hole, in both the phase and the coherence.  

 
Figure 7.5. Cross spectrum analysis for elastic signals from the aluminum plate sample 2 

without defect. 
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Figure 7.6. Cross spectrum analysis for elastic signals from the aluminum plate sample 2 

with a notch-type defect. 
 

Figure 7.7. Cross spectrum analysis for elastic signals from the brass tube 2 without 
defect. 
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Figure 7.8. Cross spectrum analysis of elastic signals from the brass tube 2 with a 1.5mm 

through hole. 
 
 
 
7.6 Acoustic Signal Analysis for Flaw Detection 
 
7.6.1. Aluminum plate experimental results and analysis 

Three aluminum plates with multiple sensors attached near two terminals are 
tested.  The input signals are in the range 1-5 kHz or 1-30 kHz.  Elastic wave signals are 
collected using the piezoelectric transducers before and after a half width v-notch is 
added onto the beam plate sample #1.  Signals are collected for sample 2 before and after 
a v-notch is added as well.  The third sample consists of an irregular notch produced 
using a punch.  Acoustic signals were analyzed though traditional FFT and short time 
Fourier analysis.  It is found that STFT provides better resolutions than the FFT in 
determining the signal characteristic changes in time and frequency domains due to the 
existence of different flaws. 

 
A detailed comparison of the signatures of received acoustic signals for aluminum 

plates #1 and #2 are demonstrated in the Table 7.1. 
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Table 7.1. Acoustic signal features from the aluminum plates 
 

Aluminum plate #1 Aluminum plate #2 Features 
Half-width notch Normal With Notch Normal 

Energy 4.75×105 3.76×105 8.43×105 7.72×105 
Time projection Mean 2.58 2.62 2.61 2.62 

Frequency projection Mean 2.38×104 2.46×104 2.42×104 2.45×104 
Time position of Maximum 3.03 3.055 3.025 3.195 

Frequency position of Maximum 27540 27720 27540 28980 
Time projection variance 0.769 0.746 0.712 0.733 

Frequency projection variance 7.28×107 6.42×107 6.99×107 6.66×107 
 
 

The projected spectrum means STFT spectrums are projected onto time domain 
and frequency domain, respectively.   We find that mean value of time weighted by the 

energy 
∑
∑
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et
t  decreases due to the existence of defect on the surface of aluminum 

plates, for both the half width notch on sample 1 or the transverse notch on sample 2.  
The ratio of decrease is 1.63% and 0.52%, respectively.  The mean value of frequency 

weighted by the energy 
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f  also decreases due to the existence of defect on the 

surface of aluminum plate.  The ratio of decrease is 2.91% and 1.24%, respectively.   
The time variance of projected spectrum onto time domain is defined as 
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2 , and the frequency variance of projected spectrum onto frequency domain is 

defined as 
∑
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2 .  We find that the variance of frequency weighted by the energy 

increases due to the existence of defect on the surface of both aluminum plates.  The ratio 
of increase is 13.27% and 4.93%, respectively. 

 
The projections of STFT spectrogram of elastic signals onto time domain are 

illustrated in Figures 7.9 – 7.12, where we can observe both the peak shift and amplitude 
change of the spectra.  
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Figure 7.9.  Elastic wave received by piezoelectric transducer from aluminum plate 
sample #1, with a half-width notch (time and frequency projections). 

 
 
 

 
Figure 7.10.  Elastic wave received by piezoelectric transducer from aluminum plate 

sample #1 without flaw (time and frequency projections). 
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Figure 7.11. Elastic wave received by piezoelectric transducer from aluminum plate 

sample #2, with a v-notch (time and frequency projections). 
 
 
 
 

 
 

Figure 7.12. Elastic wave received by piezoelectric transducer from aluminum plate 
sample #2, without flaw (time and frequency projections). 
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7.6.2. Experiments on brass tube specimens  
Signals from brass tubes were acquired before and after a defect.  Their FFTs are 

shown in Figure 7.13, where the energy (sum square of signal) for the normal case is 
4860 compared with 4000 for the flaw case.  Variance with respect to frequency is 
3.7x107 for normal case compared with 4.43x107 for the flaw condition.  The mean 
frequency is 16198 Hz for normal condition compared with 16174 Hz for the flaw 
condition.  The CWT plot for the same signal is shown in Figure 7.14, where a more 
obvious peak change can be found.  The only problem with CWT is the heavy 
computational load due to the large data size in our experiments.  By contrast, STFT and 
DWT can be performed quickly without much delay, which is very important for online 
monitoring purposes. 

 
Table 7.2 gives the results from the STFT analysis of signals from the brass tube.   

We can find obvious changes in the energy, projection mean, and projection variance.   
Table 7.3 illustrates the change of energy in each DWT decomposition level.  We can 
find a significant decrease of the energy in detail signal of level four, and some variations  
of energy in other DWT levels. 

 
The frequency decompositions using DWT are illustrated in Figures 7.15 – 7.20.  

These indicate that the energy is concentrated more in level 4.  The flaw in the way of 
acoustic wave propagation causes the increase of energy in low levels and the decrease of 
energy in level four.  The amplitude and frequency distribution provides some potential 
features in defect monitoring.  Figures 7.21 and 7.22 are the plots of time and frequency 
projections of the STFT spectra for the brass tube with and without defect, respectively.  
These show the shift in the peak energy value towards low frequencies and an overall 
broadening of the spectral frequencies for the case of with a defect in the brass tube. 
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Table 7.2. Acoustic signal features for brass tubes 

 
Brass tube #2 Brass tube #1 Features 

Normal With 1.5mm hole Normal   
Energy 0.0486×105 0.0400×105 0.0693×105  

Time projection Mean 1.7121     1.7054  1.8487  
Frequency projection Mean 1.6650  ×104 1.6731×104 1.8070×104  
Time position of Maximum 1.99 1.96 1.945  

Frequency position of Maximum 18360 18180 18000  
Time projection variance 0.7324     0.7450  0.5785  

Frequency projection variance 6.5211×107    7.2900×107      5.9863×107     

 
 
 

Table 7.3. Acoustic signal features for brass tubes 
 

Brass tube #2 Brass tube #1  Energy 
With 2mm hole Normal Normal   

Level 1, approximation 343.878773 721.192418 24.880754  
Level 1, details 124.664969 66.078126 108.845406  
Level 2, details 262.996571 204.816084 170.634731  
Level 3, details 202.342457 144.041699 157.340776  
Level 4, details 2558.641194 3373.427379 5462.706192  
Level 5, details 507.742552 354.440824 1008.673444  
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Figure 7.13. FFT plot of the acoustic signal before and after flaw. 

 
 

Figure 7.14. The projection of CWT on to time domain. 
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Figure 7.15. DWT decomposition of elastic wave received by the passive transducer from 

the brass tube sample #2, with a 2mm hole. 
 

Figure 7.16. DWT decomposition of elastic wave received by the passive transducer from 
brass tube #2, with a 2mm hole 
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Figure 7.17. DWT decomposition of elastic wave received by the passive transducer from 

brass tube #2, without flaw 

 
Figure 7.18. DWT decomposition of elastic wave received by the passive transducer from 

brass tube #2, without defect 
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Figure 7.19. DWT of acoustic signals from normal brass tube #1. 

 

 
Figure 7.20. DWT of acoustic signals from normal brass tube #1. 
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Figure 7.21. Time and frequency projections of STFT spectrum for the brass tube without 
flaw. 

Figure 7.22. Time and frequency projections of STFT spectrum for a brass tube with 
defect. 
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7.6.3. Optimal level selection for DWT analysis 
  We are interested in establishing the number of decomposition levels in signal 
filtering.  From the theoretical point, the decomposition process can continue until there 
are only two data points, but obviously too many decomposition levels are not necessary 
to reveal the most useful information included in the signals.  Entropy provides a 
potential criterion in selecting DWT decomposition level.  There are several different 
definitions for DWT entropy, the most frequently used ones are Shannon entropy and the 
log energy entropy.  These are given by 
 

∑= )log()( 22
ii sssE  and ∑= )log()( 2

issE .    
 
The log-energy entropy calculated under different decomposition levels for a brass tube is 
shown in Figure 7.23, which suggests an optimal level number of five.  However, the 
results from Shannon entropy gives two levels, which indicates that the different entropy 
may indicate different optimal DWT level number.   
 
 

 
 

Figure 7.23. DWT level selection using Log-Energy entropy for a brass tube. 
 
 
7.7. Remarks 
 
 The results of analysis to-date indicate that the presence of a defect in the 
structure reduces the energy of the propagated elastic wave, increases the frequency 
spread of the signal, and shifts the peak energy level to a lower frequency.  This property 
has been observed in both aluminum plate and brass tube specimens. 
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There are optimal resonant frequency bands for both aluminum plates and brass 
tubes.  Modulation, leakage, natural frequencies, and piezo-sensor position influence the 
characteristics of the Lamb waves received, and increase the complexity of signal spectra. 
There are less wave modes due to the low frequency of the input signa l.  The Lamb wave 
characteristics are changed by the defects along the wave-guide.  Changes in statistical 
properties include mean value, and variance in both time and frequency domain.  The 
received signal energy provides another feature due to its sensitivity to the structural 
discontinuity.  Hence the Lamb waves provide a potential technique for online 
monitoring of the integrity of SG structure in nuclear power plants.  The time-frequency 
analysis is important in this research because of the transient elastic signals generated in 
the experiments.  Among them are STFT that has higher resolutions through multi-
dimension (time and frequency) information and multi-resolution of DWT that can be 
used for collecting representative features for defect classification.  
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8. CONCLUDING REMARKS AND FUTURE WORK 

 
8.1. Summary 
  

The Phase-2 research and development during 2002-2003 has resulted in the 
following accomplishments. 
 

1. Completion of the MATLAB-Simulink code to simulate the dynamic 
performance of a U-tube steam generator (UTSG) in a typical 1,140 MWe PWR.  
This multi-nodal model is being used to simulate the effects of tube fouling and 
tube plugging.  The nodal structure has been expanded to account for spatial 
variations in the physical parameters.  For example, the effect of fouling in the 
sub-cooled region has a higher influence on the steam pressure compared to a 
similar effect in the boiling region.  A detailed model of particulate fouling, with 
time-dependent variations in the heat transfer coefficient, has been developed. 

 
2. Completion of an experimental evaluation of particulate fouling in a tube-and-

shell heat exchanger.  The results of laboratory tests verify the time-dependent 
nature of fouling as seen by the changes in the thermal resistance, and its eventual 
asymptotic behavior. 

 
3. Completion of a hybrid first principle and data-based model that will be used to 

update and fine-tune the model using process data.  Predictive artificial neural 
network and local regression techniques are used for process monitoring and 
diagnostics.  The hybrid models are classified into serial hybrid and parallel 
hybrid models.  Our studies show that the serial modeling exhibits a better 
performance in predicting process variables compared to parallel modeling.  A 
simple heat exchanger model is used for this study. 

 
4. This model study is being complimented by the development of a laboratory heat 

exchanger system that is being used to generate normal operation data and data 
under faulty device operation.  This portable test rig is being equipped with flow 
and pressure transmitters, flow meters, and thermocouples to measure fluid 
temperatures.  An extensive database has been generated for testing the hybrid 
model approach.  Additional data were acquired for the cases of faults in the heat 
exchanger loop. 

 
5. Development of a laboratory piezo-device sensor suite for structural monitoring 

and a data acquisition system for measuring both the input excitation signal and 
the response signal.  Both flat metal plates and tubing specimen are used for this 
study.  The comparison of the input excitation signal (transmitted signal) and the 
signal received at another location in the plate show excellent frequency response 
characteristics.  The frequency characteristics change when there is a flaw in the 
plate (or tubing) such as a crack, indentation, or a through hole.  This task 
includes the review of elastic wave propagation in plates under normal and fault 
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conditions.  The results to date indicate that the frequency characteristics of the 
signals change with the presence of a defect in the specimen.  These include (a) 
shift in the energy peaks to lower frequencies, (b) decrease in the overall signal 
energy, and (c) an increase in the frequency and time spread of signal features. 

 
6. Publications/Presentations of the following papers at the 2002 Americas Nuclear 

Energy Symposium (ANES 2002), Miami, Florida, October 2002:  
 

(a) Structural Monitoring of Steam Generators and Heat Exchangers Using  
Piezoelectric Devices. 

(b) Application of Hybrid Modeling for Monitoring Heat Exchangers. 
 
      Presentations at MARCON 2003, Knoxville, TN, May 2003. 
     (a) Particulate Fouling and its Effects on U-Tube Steam Generator Thermal  
  Performance. 
    (b) Time-Frequency Analysis of Acoustic Signals for Flaw Monitoring in Steam  
  Generator Structures. 
 

Presentation at the American Nuclear Society Annual Meeting, San Diego, CA, June 
2003. 

Defect Monitoring in Steam Generator Structures Using Piezoelectric 
Transducers and Time-Frequency Analysis.  

 
 
8.2. Future Work During Phase-3 
 
 The following are the continuing tasks under this project: 
 

1. A comprehensive simulation of the UTSG responses to defects, e.g. fouling, 
should be performed to generate data for UTSG process monitoring. 

 
2. Based on the generated data, a mathematical equation will be established using 

the Group Method of Data Handling (GMDH).  This will relate UTSG 
performance parameters (thermal resistance, heat transfer) to the characteristic 
defect parameters, and is important especially for UTSG residual life prediction 
and maintenance planning. 

 
3. The experimental fouling data will be used to evaluate the effectiveness of 

condition monitoring models. 
 

4. The neural network architectures used in this research are standard multi- layer 
perceptrons  (MLP), but future work will use generalized regression neural 
network (GRNN), developed by Specht (1991), which can be made to produce 
zero outputs when operating in new conditions.  This will allow the hybrid models 
to revert back to the first principle models when new conditions are encountered.   
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5. The Local Weighted Regression [119,120] technique will be used in this research 
as an alternative to the neural network, for the data based model. 

 
6. Theoretical study of the propagation of elastic waves due to defects in flat plate 

and tubular specimens.  This task would help verify the experimental 
observations. 

 
7. The research related to the piezo-transducer suite development will continue using 

aluminum beams and tubular specimens.  Experiments will be performed in air, 
under water, and with two-phase flow conditions.  Several different types of 
defects will be considered.  In the near future a test setup using steam generator 
tubes will be used to study the feasibility of using piezo-generated acoustic waves 
to detect damages. 

 
8. Preparation of conference and journal manuscripts. 
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